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ABSTRACT

Sentiment Analysis is the process of determiningtivan a piece of writing is positive, negative autral.
It's also known as opinion mining, deriving the mipn or attitude of a speaker. A common use casthi® technology is
to find out how people feel about a specific topllany methods and approaches were implementechfarsentiment
analysis. This paper works with TELM for the betierformance and accuracy of the sentimental afglyisvin Extreme
Learning Machines (TELM) are the extension of &xie Learning Machines (ELM). This approach givesgbod result
when compared to other techniques. Here the comparis made among TELM, ELM, SVM and TSVM alsoriex@et

shows that TELM has better accuracy than others.
KEYWORDS: Sentimental Analysis, Comparison, TELM, ELM, SVKI 88VM

[. INTRODUCTION

SENTIMENT Analysis (or opinion mining) is defineds ahe task of finding the thoughts of authors about
particular entities. Sentiment analysis in reviesvthe process of exploring product reviews onittternet to determine
the overall opinion. This is treated as a clasaiftm task as it classifies the orientation of & fato either positive or

negative.

Nowadays an increasing amount of investigation heen dedicated to recognizing favorable and unébler
sentiments towards specific subjects within usaabliage texts. Areas of application for such amalgee several and
varied, ranging from newsgroup flame filtering anfbrmative augmentation of search engine respottstdse analysis of
public opinion trends and customer feedback. Fonyn@ these tasks, it is an important step to dyaske tone of the
communication as generally positive or negativeer€hare a number of challenging aspects of this t@ginions in
natural language are very often expressed in suaipitecomplex ways, presenting challenges which naybe easily

addressed by simply text categorization approashels as n-gram or keyword identification approaches

Machine learning is one of the widely used appreadowards sentiment classification in additiorlexicon
based methods and linguistic methods. Sentimenysiashas been applied to the broader area of mgseacluding

consumer product reviews and services.
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This work presents experiment using Twin Extremarhang Machines (TELM) for sentiment analysis.

The remainder of this paper is organized as folld@extion 2 contains the review of some relatedkw®ection 3
presents the Sentimental analysis using Twin exdrégarning machines and Section 4 contains Expetimed results.

Finally, Section 5 concludes this paper.
Il. RELATED WORKS

Zainuddin and Selamat (2014) have proposed a sentithanalysis using support vector machine. Thoskw
described experimental results that applied Supgedtor Machine (SVM) on benchmark datasets tmteaisentiment
classifier. Pang Corpus and Taboada Corpus wheréwh datasets used here. N-grams and differerghtieg scheme
were used as an input to the sentiment classifigis paper also showed that the classification @ogufor both datasets

considerably improved by using chi-square featetection.

Xu et al (2012) has proposed an Improved Least reguawin Support Vector Machine. The empirical risk
minimization principle was implemented by LS-TSVNkiead of the structural risk minimization prineipTo overcome
this drawback, an improved LS-TSVM is proposed Wwhanhances the classification accuracy of the ifikssThis
improved LS-TSVM algorithm implemented the struetuiisk minimization principle moderately than taepirical risk
minimization principle. Here the feasibility andlidity of the proposed algorithm were demonstratsd numerical

experiments on seven benchmark datasets.

Huang et al (2014) have proposed Asymmetric leqisares support vector machine (ALS-SVM) classifiéns
ALS-SVM, the expected value is used to measurerttugin between two classes instead of the minirakiler ALS-SVM
is made by the relation between the expectile valond the asymmetric squared loss.ALS-SVM showed itisa
insensitivity to noise around the boundary and stability to re-sampling by theoretical analysisd anumerical

experiments.

Jadav and Vaghela (2016) have introduced sentimealysis using support vector machine based omrteat
selection and semantic analysis. In this methost fareprocessing is done by converting unstructuta@ into the
structured form. Then lexicon-based approach isl tigeconvert the structured review into numeriaare value. After
that SVM algorithm is applied to classify reviewheave RBF kernel SVM is modified by its hyperparagngt This
optimized SVM gives good results than SVM and n&ages.

Mullen and Collier (2004) have proposed Sentimemdlysis using support vector machines with diverse
information sources. This paper introduced an aggrdo classifying texts as positive or negativiegiSupport Vector
Machines to bring together diverse sources of p@tiynrelevant information. This method allowedveeal methods of

assigning semantic values to phrases and word#wvettext to be exploited in a more useful way.

Ahmad et al (2018) has reviewed systematicallytisemt analysis using SVM. This research has fotusethe
SVM technique of sentiment analysis and given apamhand detailed review of the latest researctksvakfter a critical

review of selected papers, it also provided thevans for identified research questions.

BholaneSavita and Gore (2016) have analyzed Twdtita using SVM. Here latent Dirichlet based appihazsed

for sentiment variation tracking. Two tools weremmared here with Support Vector Machine (SVM) aeatfStrength
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and Twitter Sentiment tools to analyze Twitter daftais work proved that SVM gives good results d@isdaccuracy

increased by 23.24% than the other two tools.

Ye and Xiong (2007) have compared SVM and leasaisgguSVM. This paper explained the essential celakiip
between linear SVM and linear LS-SVM under a patéc condition. The result showed that LS-SVM fandry class
classifications is equivalent to the hard marginvBWased on the well-known Mahalanobis distance omeasThis also

explained the asymptotic of SVM when the data disi@mality tends to infinity with a fixed sample siz

Tomar and Agarwal (2015) have proposed Multiclasast Squares Twin Support Vector Machine (MLSTSVM)
for Pattern Classification. It is an extension ofdny least squares twin support vector machinssdiar. This classifier
seeks M-non parallel hyper-planes for M-class dfi@asion problem, one for each class, by solvindiivear equations. Its
experimental results showed that the MLSTSVM cfassyields the highest prediction accuracy and,fas compared to

the other classifiers.

Preety and Dahiya (2015) have proposed sentimealysie using SVM and naive Bayes algorithms. Iis thi
paper, the modified k-mean algorithm is introduc&tie user interface, log pre-processing, Featurest&ling using
Modified Kmeans and Naive Bayes Classification,ifling and testing using support vector machine thee four
processes involved in this. This work resulted thatethod using naive Bayes and modified k mearsdering has given

more accuracy than by using naive Bayes and supecitr machine techniques individually.

[ll. SENTIMENTAL ANALYSIS USING TWIN EXTREME LEARNI NG MACHINE

A. Extreme Learning Machine

Extreme learning machine (ELM) has recently beeoppsed for Single-hidden Layer Feedforward Neural
networks (SLFNs) with additive neurons to easilyiiagee good generalization performance at extrenfedy learning
speed. The extreme learning machine is an innavédgéiarning algorithm for the single hidden layezddorward neural
networks. Compared with the conventional neuralvngt learning algorithm, it overcomes the slow rtrag speed and
over-fitting problems. ELM is based on empiricalkriminimization theory and its learning processdseenly a single
iteration. The algorithm avoids multiple iteratiomasd local minimization. It has been used in vaidields and

applications because of its better generalizathlityay robustness, and controllability and fasirieing rate.
B. Twin Support Vector Machine

Twin Support Vector Machine (TSVM) utilizes the cept of Generalized Eigenvalues Proximal Suppordtife
Machine (GEPSVM) and finds two non-parallel plaries each class by solving a pair of Quadratic Paogning
Problems. It enhances the computational speedrapared to the traditional Support Vector MachingNg. TSVM was
initially constructed to solve binary classificatiproblems; later researchers successfully exteitdied the multi-class
problem domain. TSVM always gives promising empiricesults, due to which it has many attractivetuisss which
enhance its applicability. The Twin SVM generatgs hon-parallel hyper-planes by solving two smadized QPPs such
that each hyper-plane is closer to one class affigr @& possible from the other. Many extensionthefTwin SVM have
been proposed. The Twin SVM is insensitive to abalance in the class sizes. This is because iesdivo smaller sized
QPPs in order to find two non-parallel hyper-platiest pass through the respective classes. The(fP® tries to find a

hyper-plane that passes through the points of ¢telgsand is at least at a unit distance from thimtg of the other class.
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Only samples of class (-1) contribute to the caists of this problem. The second optimization jpeobtries to find a

hyper-plane that passes through samples of clhparid is at a distance of at least one from sasgdlelass (+1).

One solves for the two hyper-planes and then, feesasample, determines which is the closer hyaeepand
assigns the point to that class. The Twin SVM wovksy well on multiclass problems, which inheretenéad to

unbalanced binary classification tasks in a onswgrest setting.
C. Twin Extreme Learning Machine

Twin Extreme Learning Machines (TELM) are the esien of ELM. TELM incorporates the idea of Twin
Support Vector Machine (TSVM) into the basic franoekvof ELM, thus TELM could have the advantagedoth the
algorithms. TELM has less optimization, constraiatiables, but has better classification perfornreawben compared to
TSVM. Twin extreme learning machine algorithm aitmsearn two nonparallel separating hyperplangtenELM feature
space for data classification. For each hyperpla&®M minimizes its distance to one of the two skas and requires it to
be far away from the other class. In order to #@levover-fitting problems, TELM allows an accepéatyaining error by
minimizing a regularization term jointly.Specifital TELM tries to reduce both the training errodathe sum of squares
of the distance from one hyperplane to one of Weedlasses. Therefore, TELM simultaneously traims ELMs based on
the optimization method and has inherited the meftELM and TSVM.

1). Complete TELM Algorithm
Summarized TELM algorithm as follows:

Algorithm TELM: Given a training s&t= {(x;,t;)|x; € R%,t; = {+1.—1},i = 1,..N}, activation function G

(x), and the number of hidden node number L.
Step 1initiate an ELM network with L hidden nodes usitwg tandom input weigt®: and bbis

Step 2Construct input matrixes A and B. For linear TELtfen calculate their hidden layer output matrixes U

and V, respectively; for nonlinear TELM, calculaatrixes R and S, respectively.
Step 3:
a)For Linear TELM, Construct Convex QPPs

1
ela— EaTV(UTU +el) WTa

5.t.0 <a; < ¢, i =1,..m,.

max
a

1
max ely— E)/TU(VTV + e Uty

V' s.t.0 <y;<ci=1,..my,

b)For Nonlinear TELM, Construct Convex QPPs

1
ezTa—EaTS(RTR +e) 18T

5.t.0 <a; < ¢, i=1,..m,.

max
a
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max
14

1
ely— E}/TR(STS + €1)"1RTy

5.t.0 £y <ci=1,2.m

Step 4:0Obtain Lagrange multipliers andy by solving two QPPs.

Step 5:

a) For Linear TELM, Calculate the Output Weights p1 andp2 using

= —UTU+e DN WTa, B, = —(VTV+€ D WTy.

b)For Nonlinear TELM, Calculate the Output Weights p1 andp2 using

u; = —(RTR+ € D7 Sa, u, = —(S7S + el)~1RTy.

Step 6:Calculate the perpendicular distance of data pofrdm the separating hyperplane using this eqnatio

f(x) = argmind,(x) = arg min|g h (x)l,

r=1,2
Then assign the x to clags= +1, —1).
IV. EXPERIMENTALRESULTS

This work is evaluated based on the performancesunea parameters, accuracy, precision, and recall.
The confusion matrix of movie dataset and Twittatadet for TELM, ELM and TSVM were made. Using ttataset

values accuracy, precision and recall were caledlahd compared with each other.

Here the Polarity movie review dataset is usedAS§eparate text file is maintained for each reviéhe Twitter
dataset is also taken to show the effect of thepgwed method on a different dataset. The Twitt¢sis#d is taken from
Twitter API [5].

Tablel: Confusion Matrix

Positive Negative
Positive True Positive (TP) False Positive (FP)
Negative | False Negative (FN True Negative (TN)

Accuracy: Accuracy is computed as “the total number of tworect predictions, the True Positive (TP) + True
Negative (TN) divided by the total number of a dataPositive (P) + Negative (N)".

Accuracy = (TP+TN) / (TP+TN+FN+FP)

Precision: Precision is computed as “the number of correcitipespredictions (TP) divided by the total number

of positive predictions (TP + FP)". Precision is@known as a positive predictive value.
Precision = TP/(TP+FP)

Recall:Recall is computed as "the number of correct pasifiredictions (TP) divided by the total number of

positives (P)". The recall is also known as the fpositive rate or sensitivity.

Recall = TP/P
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Table 2 and 3 shows the confusion matrix for thalsmovie and twitter dataset after implementing fsVM

algorithm.

Table 2: Confusion Matrix for Movie Dataset

Positive 5236
Negative 1564

0
0

Table 3: Confusion Matrix for Twitter Dataset

Positive 3210 0
Negative 950 0

Table 4 and 5 shows the confusion matrix for thelsmmovie and twitter dataset after implementingMEL
algorithm.

Table 4: Confusion Matrix for Movie Dataset

Positive 5687 34
Negative 1745 16

Table 5: Confusion Matrix for Twitter Dataset

Positive 2897 45

Negative 876 36

Table 6 and 7 shows the confusion matrix for thalsmovie and twitter dataset after implementing TfELM

algorithm.

Table 6: Confusion Matrix for Movie Dataset

Positive 5489
Negative 1765

0
0

Table 7: Confusion Matrix for Twitter Dataset

Positive

Negative 879 76

A. Graphical Representation

This section represents the comparison of propd$edV, ELM, and TSVM. Table 8 shows that TELM has
good accuracy, precision, and recall than others.



Table 8: Comparison of TELM, ELM, and TSVM

Movie 79.87 84.56 83.37 77.33 79.44 78.12 76.68 278.| 77.65
Twitter 78.65 83.76 82.54 76.82 76.45 76.42 75.56 5.83 73.81
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Figure 1: Accuracy Comparison

By using the confusion matrix, accuracy of TELM,MEland TSVM were calculated for both movie and Tewitt
The comparison of accuracy for TELM, ELM and TSVké plotted in the chart. Above Fig.1 shows that WEhas the
accuracy of 79.87% for the movie and 78.65% fortiewiwhereas ELM has 77.33% for the movie and .82 Twitter
and TSVM has 76.68% for the movie and 75.56% foitfew Hence it is proved that TELM has good accyrthan
others.
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Figure 2: Precision Comparison

By using the confusion matrix, precision of TELM,M, and TSVM was calculated for both movie and tevit
The comparison of precision for TELM, ELM and TS\@ve plotted in the chart. Above Fig.2 shows that WMEhas the
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precision of 84.56% for the movie and 83.76% foiitler whereas ELM has 79.44% for the movie and 5%4or Twitter
and TSVM has 78.27% for the movie and 75.83% foitfBw Hence it is proved that TELM has better sien than
others.
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Figure 3: Recall Comparison

By using the confusion matrix, recall of TELM, ELiEhd TSVM were calculated for both movie and Twitter
The comparison of recall for TELM, ELM and TSVM apbotted in the chart. Above Fig.3 shows that TEhisls the
recall of 83.37% for the movie and 82.54% for Teittvhereas ELM has 78.12% for the movie and 76.4%%3 witter
and TSVM has 77.65% for the movie and 73.81% foitféw Hence, it is proved that TELM has good rettan others.

CONCLUSIONS

This work deals with a new technique for sentimeatelysis. Twin Extreme Learning Machines (TELM uised
here for the sentimental analysis. Due to the TEhbbrporates the idea of Twin Support Vector Maeh{fit'SVM) into
the basic framework of ELM, so TELM could have #dvantages of both algorithms. Here the datasets made for
movie and Twitter. Datasets were made with the leélp confusion matrix. Finally, accuracy, precisi@nd recall of
TELM, ELM and TSVM are calculated using the confusmatrix and also compared. The result showsTEaiM has
good performance with better accuracy, precisiowl, @ecall than other techniques like TSVM and ELMFuture, this

technigue will be implemented on sentimental ansligy industrial marketing.
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